2010 Data mining (majoring in Integrated bio-technology)



Open book without Internet and PC
Teacher: Young-Il Lim (N110)

Student number:______________________


Please answer the questions in detail !!!
1. Explain differences of the two terminologies and illustrate them (20).
1) Information & knowledge,

2) Decision tree & decision rule
3) clustering & numeric prediction,

4) classification & association
5) training set & testing set,

6) concept & instance 
7) support & confidence,


8) attribute & class
9) inputs & outputs,


10) nominal & numeric
2. Convert the following experimental data into ARFF, using the ARFF commands such as relation, attribute, data, etc (25).

<Problem description>

We have 11 experimental variables and 2 outcomes of Km (ammonia emission rate) and Nmax (Maximum ammonia emission amount). The first table describes the 11 experimental variables. The second table shows 5 experimental data.
	Variables
	Index
	Range
	Units or variable description

	soil
	type

pH
	p1

p2
	[1, 3]

[5, 8]
	1=sandy, 2=clay, 3=loam



	weather
	Air Temperature during exp.

Wind speed 
	p3

p4
	[0, 28]

[0, 6.5]
	oC

m/s

	Manure
	Dry matter

TAN*

pH
	p5
p6

p7
	[1.0, 11.5]

[1.5, 6.5]

[6.5, 8]
	%

(g-nitrogen)/(kg-manure)

	Agronomic factors
	Manure application method
Application rate

Crops type
	p8
p9

p10
	[0, 3]
[7.5, 60]

[1, 4]
	0=broad spread, 1=band spread, 2=trailing shoe, 3=Open-slot injection

(ton-slurry)/(ha-field)

1=Grass, 2=Stubble, 3=bare soil, 4=Growing crops

	Measuring technique
	p11
	[1, 3]
	1=wind tunnel, 2=micrometeological mass balance technique, 3=JTI or equilibrium concentration method


	no.
	Km
	Nmax
	p1
	p2
	p3
	p4
	p5
	p6
	p7
	p8
	p9
	p10
	p11

	1
	14.05 
	21.12 
	1
	6.60 
	12.1
	3.1
	3.9
	3.9
	7.9
	0
	30
	3 
	1 

	2
	10.30 
	24.66 
	1
	6.60 
	12.1
	3.4
	3.9
	3.9
	7.9
	0
	30
	3 
	1 

	3
	13.70 
	38.30 
	1
	6.60 
	10.8
	3
	3.9
	3.9
	7.9
	0
	30
	3 
	2 

	4
	17.60 
	15.87 
	1
	6.60 
	10.8
	3.1
	3.9
	3.9
	7.9
	0
	30
	3 
	2 

	5
	85.40 
	35.75 
	1
	6.60 
	10.8
	3.2
	3.9
	3.9
	7.9
	0
	30
	3 
	3 


3. You have the following data. Answer the questions (50)?
[image: image1.emf]
1) How many instances and attributes are there (10)?
2) Find the best one-Rule for this data (10).

3) Make a decision tree using the three attributes (“tear production tree”, “astigmatism”, and “spectacle prescription”). Construct a tree stump table including information, and gain (10).

4) Make two classification rules for this data and explain how to make it. Please start your rule from the following rule and show an accuracy test table (10).


If ?  then  recommendation=soft
5) Make two association rules for this data and explain how to make it. Please start your rule from the following rule, satisfying that the support is 3 with a two-item set (10).
4. What does the teacher improve in this lecture? Please write down your opinions on lecture contents, lecture skills, lecture manner, etc. (5) ?
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